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In recent years, social recommendation systems have emerged as a pivotal technology for enhancing recommendation accuracy
by leveraging user social homophily and influence. Despite that lots of works have been devoted to this area, existing works still
struggle to extract the beneficial structural information from social relationships that is beneficial for recommendations and neglect the
inherent popularity bias in the social networks, which leads to suboptimal recommendation performances. To address these challenges,
we propose a novel framework termed Causal Disentanglement-Enhanced Diffusion Denoising for Social Recommendation (CaDDiSR).
This framework first employs causal graphs to disentangle the complexities of social relationships, generating user representations
with high-order structures, which are subsequently used as inputs to a diffusion process to effectively denoise social networks and
retain social signals beneficial for recommendation tasks. Furthermore, the framework integrates a bidirectional knowledge distillation
mechanism, which balances user representations between social and recommendation contexts, thereby facilitating the effective fusion
of their respective advantages while simultaneously mitigating noise interference and enhancing overall system performance. Finally,
cross-domain contrastive learning is utilized to optimize user and item representations, ensuring consistency in recommendation
performance across diverse scenarios. Experimental results on multiple real-world datasets demonstrate that CaDDiSR significantly
outperforms existing baseline models, substantiating its superior performance.

CCS Concepts: • Information systems → Recommender systems.

Additional Key Words and Phrases: Graph Neural Network, Contrastive Learning, Social Networks, Recommendation System

Authors’ addresses: Shixiao Yang, ysx144_51@bit.edu.cn, School of Computer Science and Technology, Beijing Institute of Technology, Beijing, China; Zhida
Qin, zanderqin@bit.edu.cn, School of Computer Science and Technology, Beijing Institute of Technology, Beijing, China; Enjun Du, enjundu.cs@gmail.com,
School of Cyberspace Science and Technology, Beijing Institute of Technology, Beijing, China; Haoyan Fu, haoyan-fu@bit.edu.cn, School of Computer
Science and Technology, Beijing Institute of Technology, Beijing, China; Haoyao Zhang, zhanghaoyao@bit.edu.cn, School of Computer Science and
Technology, Beijing Institute of Technology, Beijing, China; Pengzhan Zhou, pzzhou@cqu.edu.cn, College of Computer Science, Chongqing University,
Chongqing, China; Tianyu Huang, huangtianyu@bit.edu.cn, School of Computer Science and Technology, Beijing Institute of Technology, Beijing, China;
Gangyi Ding, dgy@bit.edu.cn, School of Computer Science and Technology, Beijing Institute of Technology, Beijing, China.

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not
made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components
of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on
servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.
© 2018 Copyright held by the owner/author(s). Publication rights licensed to ACM.
Manuscript submitted to ACM

Manuscript submitted to ACM 1



53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

77

78

79

80

81

82

83

84

85

86

87

88

89

90

91

92

93

94

95

96

97

98

99

100

101

102

103

104

2 Yang et al.

ACM Reference Format:
Shixiao Yang, Zhida Qin, Enjun Du, Haoyan Fu, Haoyao Zhang, Pengzhan Zhou, Tianyu Huang, and Gangyi Ding. 2018. Causal
Disentanglement-Enhanced Diffusion Denoising for Social Recommendation. 1, 1 (January 2018), 22 pages. https://doi.org/XXXXXXX.
XXXXXXX

1 INTRODUCTION

In recent years, social platforms [15] have experienced widespread adoption and proliferation on the Internet. Cor-
respondingly, the Social Recommender System (SocialRS) has emerged as a novel recommendation technology that
leverages the social homophily [25] and social influence [24] between users. SocialRS aims to fully harness such social
information to establish more accurate user profiles and interest preference models.

The forefront of research on SocialSR lies in the GNN (Graph Neural Networks)-based recommendation systems.
Specifically, a series of works focus on distill the social neighbor’s interests to achieve better user embedding and
preference modeling. The DiffNet [38] and DiffNet++ [37] methods inject the user-latent interests and higher-order
influences into the embedding learning by efficiently modeling the interest and modeling diffusion process. The DcRec
[35] model utilize the contrastive mechanism between the social domain and interaction domain to transfer social
knowledge and enhance user representations. Different with them, the works of GDMSR [27] and DSL [31] turn to
calculate the informativeness of each social relations and denoise the irrelevant user connections. Another series of
works pay attention to sparsity issue in social networks. The work SEPT [46] apply the self-supervised tri-training
framework to encode the augmented social graphs and user-item interaction graph, which interactively improves the
user representation learning process. The MHCN [48] model use the local user social structure and interaction graph
to construct the refined hypergraph and obtain more comprehensive user representations. In summary, the key of
the GNN-based SocialRS is to incorporate the beneficial social information into the user-item interaction graphs and
alleviate the severe sparsity phenomenon in interaction and social domains.

Table 1. Intersection relationship between users/items with hot/cold start in three different datasets.

Datasets Douban-book Epinions Yelp2018
Segment IP-User IC-User P-Item N-Item IP-User IC-User P-Item N-Item IP-User IC-User P-Item N-Item
SP-User 0.2338 0.0645 0.6637 0.0551 0.3940 0.0163 0.6625 0.0350 0.3369 0.0476 0.6685 0.0512
SC-User 0.0431 0.2184 0.7627 0.0391 0.0177 0.2758 0.7228 0.0299 0.0372 0.2342 0.6463 0.0592
IP-User - - 0.6768 0.0533 - - 0.6808 0.0325 - - 0.6543 0.0535
IC-User - - 0.7714 0.0403 - - 0.6906 0.0353 - - 0.6616 0.0580

Despite significant advancements in previous studies, two critical issues in SocialRS remain unresolved. First, existing
social relationship modeling approaches often fail to effectively filter out irrelevant or noisy social connections. In
general, Social connections between users are driven by a variety of factors, many of which are unrelated to shared item
preferences. To illustrate this issue, we analyze three datasets: Douban-book, Epinions, and Yelp2018. We categorize
users into four types based on their interaction and social degrees within the top 20%: Social Popular Users (SP-User),
Social Cold Users (SC-User), Interaction Popular Users (IP-User), and Interaction Cold Users (IC-User). Similarly, items
are categorized as either Popular Items (P-Item) or Niche Items (N-Item). As indicated in Table 1, more than 60% of IP
Users and SP Users do not overlap across the three datasets. In other words, most of the social connections are likely to
be irrelevant with the common item interests, which highlighting the complexity and diversity of social connections. For
example, in the Douban-book dataset, users may establish social connections based on shared interests in a particular
Manuscript submitted to ACM
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book, movie, or music. However, such connections may not extend to other domains, such as shopping habits or movie
preferences, where substantial differences may exist. Although some denoise works have made some efforts, they
simply use the similarity measure to characterize the latent interests of users. As we have explained, when similarity
measures are employed to group users based on these social connections, the resulting "similarity" may not be derived
from common preferences relevant to recommendation, thus offering limited value to the recommendation system. As
a result, the aforementioned methods are inadequate in processing complex social networks and miss valuable signals
that could enhance recommendation tasks.

Another issue is the inherent popularity bias in the social networks. Although existing approaches have made some
progresses to address the sparse connections in social networks, they neglect the underlying popularity bias in the
social networks and exhibit notable limitations on the improvements for recommendation. Specifically, as we have
illustrated in the Table 1, those social users (either popular or cold users) interacts with at least 64% popular items
and only at most 6% niche items (indicated by the underlines). In other words, users in the social networks have the
similar popularity bias towards items with those ones in the interaction graphs. In this way, directly incorporating such
social information into the recommendation tasks will inevitably reinforce the recommendation system’s bias towards
popular users, hindering the discovery of personalized social and interaction preferences. Although existing works
have made some progresses on the social network sparsity issue, they mainly focus on increasing the connections
between users and neglecting the inherent bias information. Hence, their methods not only fails to effectively increase
recommendations for niche items (N-Item) but also exacerbates the system’s bias towards popular items (P-Item).

To address these challenges, we propose a Causal Disentanglement Enhanced Diffusion Denoising for Social
Recommendation (CaDDiSR) framework. To tackle the first challenge (inadequate denoising techniques), we novelly
design a causal disentanglement-enhanced diffusion process to efficiently distill the beneficial social relations and
remove the redundant or noise information for recommendations. Concretely, in this process, we adopt the multi-layer
perceptron (MLP) to generate the initial representations and employ an adaptive causal graph to capture the causal
relationships and further generate users’ causal social representations. Note that our learned representations could not
only uncover the preference-driven user connections, but also encode the higher-order neighbor influences, which
breaks through the limitations of simple similarity measures. Those generated causal representations will be used to
guide the diffusion process to effectively remove noise from social relationships while retaining useful information for
recommendations. For the second challenge (inherent popularity bias in social networks), we propose an multi-task
fusion mechanism to significantly incorporate the social information into recommendation tasks. In detail, we integrate
the bidirectional distillation method and cross-domain contrastive learning to mutually transfer information between
two scenarios and address the data-sparsity issue. In this way, the refined social networks will be further reshaped
by the augmented interaction information, which effectively we utilize alleviate the popularity bias and improve the
recommendation performance.

In brief, the salient contributions of our work include:

• we propose a causal disentanglement enhanced diffusion denoising framework for social recommendation.
Our work could efficiently distill the beneficial information from social networks and alleviate the inherent
popularity bias issue in the social networks, significantly improving the performance of recommendation
systems.

• We design a causal graph to adaptively disentangle the complex factors that influences the social connections
and extract the beneficial preference-driven relationships. The generated causal representations are further

Manuscript submitted to ACM
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used to guide the diffusion process to remove the irrelevant or noise information, obtaining a more refined
social network.

• To tackle the problem of popularity bias in social networks, we propose a multi-task fusion mechanism. Through
bidirectional knowledge distillation and cross-domain contrastive learning, information is effectively transferred
between social and interaction scenarios, mitigating the recommendation system’s bias toward popular items
and enhancing personalized recommendation performance.

• Extensive experiments on multiple real-world datasets demonstrate that the CaDDiSR framework achieves sig-
nificant improvements over existing baseline models. Comparative experiments, ablation studies, and robustness
tests further validate the effectiveness and superiority of the various components of our model.

2 PROBLEM FORMULATION

In this section, we introduce the notation and definitions used in SR tasks. We assume that it is composed of interaction
history and social history.

Interaction History. Let U = {𝑢1, 𝑢2, . . . , 𝑢𝑚} denote the set of𝑚 users that share both interaction and social
records, and let I = {𝑖1, 𝑖2, . . . , 𝑖𝑛} denote the set of 𝑛 items. The interaction history can be represented as a user-item
interaction matrix R ∈ R𝑚×𝑛 , where the element 𝑟𝑢,𝑖 = 1 if user 𝑢 has interacted with item 𝑖 , and 𝑟𝑢,𝑖 = 0 otherwise.

Social History. Let S ∈ R𝑚×𝑚 denote the social relationship matrix, The element 𝑠𝑖, 𝑗 in the matrix denotes the
existence of a social connection between users 𝑢𝑖 and 𝑢 𝑗 from the set of usersU. Specifically, 𝑠𝑖, 𝑗 = 1 implies that there
is a social relationship between the two users, and 𝑠𝑖, 𝑗 = 0 otherwise.

Problem Statement. The goal of social recommendation is to learn a function F (𝑢, 𝑖 | R,S,Θ) that predicts the set
of items that a user 𝑢 ∈ U would like to interact with. This function leverages both the interaction history R and the
social history S, where Θ represents the model parameters.

3 METHODOLOGY

The CaDDiSR structure proposed in this section is shown in Figure 1. The overall model can be divided into three
components: i) Representations Generation In Different Scenarios. It introduces interaction encoders and social en-
coders to generate representations of users and items within interaction and social scenarios, respectively. ii) Causal
Disentanglement-Enhanced Diffusion Process. It utilizes a causal graph to extract users’ additional causal-related social
representations, which are used to enhance the initial input of the Diffusion model, guiding the denoising of user social
representations. iii) Multi-task Contrastive Fusion. It introduces cross-domain contrastive learning, which aligns the
user representations from the interaction and social views, while mitigating the Matthew effect on both interaction and
social cold-start users.

3.1 Representations Generation In Different Scenarios

In interaction scenarios, users typically possess explicit collaborative preference information that is directly relevant to
the recommendation task, while most of their social relationships are redundant for recommendation purposes. If these
social relationships are directly incorporated into the recommendation system, they may adversely affect its performance.
To effectively distinguish and extract useful information, our approach divides the initial user representation into
two channels, which are then encoded separately for the interaction bipartite graph and the social graph using graph
neural networks. This allows us to effectively purify the social graph by removing redundant information. Specifically,
Manuscript submitted to ACM
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Fig. 1. The overall architecture of CaDDiSR. The representations of user in the interaction and social scenarios are generated separately,
and then the representations in social scenario are denoised and augmented through the causal disentanglement-enhanced diffusion
process. The user representations in the two scenarios are fused through bidirectional distillation and cross-domain contrastive
learning to improve recommendation performance.

we designed separate encoders based on LightGCN [11] for the interaction bipartite graph and the social network,
capturing high-order user representations in these two distinct scenarios.

3.1.1 Representations Generation of Interaction Scenario. For interaction scenarios, we assume that the initial input of
users and items is (e0

𝑢 , e0
𝑖
). The interaction encoder Enc𝑅 (·) is formulated as follows:

e(𝑙+1)
𝑢 =

∑︁
𝑖∈N𝑢

1√︁
|N𝑢 | |N𝑖 |

e(𝑙 )
𝑖
, e(𝑙+1)
𝑖

=
∑︁
𝑢∈N𝑖

1√︁
|N𝑖 | |N𝑢 |

e(𝑙 )𝑢 , (1)

where e(𝑙 )𝑢 and e(𝑙 )
𝑖

is the encoded representations of user 𝑢 and item 𝑖 at the 𝑙-th graph propagation layer. N𝑢 and N𝑖
is the set of users that connected to item 𝑖 and the items that user 𝑢 has interacted with, respectively. After 𝐿-layer
aggregation, we use average pooling to fuse user/item representations from each layer, resulting in x𝑢 and x𝑖 .

3.1.2 Representations Generation of Social Scenario. For the sake of simplicity in the model, we refer to previous work
[28, 31, 46] and design a social encoder Enc𝑆 (·) within social scenario as follows:

e(𝑙
′ )

𝑢 =
∑︁

𝑢∈M𝑢

1
|M𝑢 |

e(𝑙
′−1)

𝑢 , (2)

whereM𝑢 represents the set of users who have social relationshipswith user𝑢. e
(𝑙 ′ )
𝑢 is the user embedding representation

of 𝑙 ′-th graph propagation layer. We ultimately obtains the final output e𝑢 by averaging pooling the outputs of each
layer in the 𝐿′ layer network.
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3.2 Causal Disentanglement-Enhanced Diffusion Process

Considering the complexity of factors involved in social relationship generation and their low correlation with item
preferences, we first explicitly incorporate causal graph into the causal modeling of users’ social relationships. Subse-
quently, the causal disentanglement-enhanced user representation output is used as a guiding factor and applied to the
diffusion model as a generation method. Then, the user representation containing specific structural information is
reconstructed by forward and reverse diffusion process to further achieve the effect of high-quality data augmentation.

3.2.1 Causal Disentanglement for Social Networks. Our causal model is integrated into the Diffusion framework.
Inspired by the relevant causal disentanglement works [42], we assume 𝑐 potential causal factor and design a specific
causal graph to generate a linear representation. Specifically, it is represented as follows:

z̃ = A𝑇 z + ẽu = (I − A𝑇 )−1
ẽu,

ẽu = MLP(e𝑢 ;𝜃𝐶 ),
(3)

where A ∈ R𝑐×𝑐 is a learnable matrix in the form of an upper triangle, the user social representation 𝑒𝑢 is treated as an
exogenous factor after passing through the MLP layer with learnable parameters 𝜃𝐶 .

To accommodate the directionality of causal effects, we design a 𝐾-layer smooth nonlinear transmission module. This
module ensures that the causal representation components at each layer exert a unidirectional influence on one another,
allowing information to propagate exclusively from the upper layer to the lower layer with little reverse influence. The
corresponding formula is presented as follows:

z = ∥𝐾
𝑘=1𝑔𝑘 (z̃𝑘 ;𝜂𝑘 ) . (4)

where 𝑔𝑘 is the 𝑘-th layer non-linear function in the module, and 𝜂𝑘 is its corresponding learnable parameters. Finally,
we concatenate these unidirectionally propagated components to form the ultimate user causal representation z.

3.2.2 Causal Guided Diffusion Generation. The user representations encoded from the original social network contain
excessive redundant social information that are unrelated to the interaction scenario. Inspired by recent work on
diffusion models [32, 45], we argue that diffusion models can assist in generating user social representations with less
noise and more collaborative preference information. We merge z with the current timestamp and set it as the initial
state 𝒙0.

Analogous to general diffusion processes [12], our forward noise injection procedure can be directly formulated as
follows, propagating from the initial representation 𝒙0 to the 𝑡-th step representation 𝒙𝑡 :

𝑞(𝒙𝑡 |𝒙0) = N(𝒙𝑡 ;
√
𝛼𝑡𝒙𝑡−1, (1 − 𝛼𝑡 )𝑰 );

𝒙𝑡 =
√
𝛼𝑡𝒙0 +

√
1 − 𝛼𝑡𝝐, 𝝐 ∼ N(0, 𝑰 ),

(5)

where 𝛽𝑡 governs the degree of Gaussian noise at the 𝑡-th step, we set 𝛼𝑡 = 1 − 𝛽𝑡 . Furthermore, 𝛼𝑡 =
∏𝑡
𝑡 ′=1 𝛼𝑡 ′ denotes

the cumulative scaling factor. The proportion of noise introduced exhibits a linear dependence on the step index 𝑡 , such
that 1 − 𝛼𝑡 ∝ 𝑡 .

The reverse process is controlled by a neural network, which commences from 𝒙𝑡 and removes the noise through
each step 𝑡 to restore the user’s social representation.

𝑝𝜃 (𝒙𝑡−1 |𝒙𝑡 ) = N(𝒙𝑡−1; 𝝁𝜃 (𝒙𝑡 , 𝑡), 𝚺𝜃 (𝒙𝑡 , 𝑡)), (6)

where the terms 𝝁𝜃 (𝒙𝑡 , 𝑡) and 𝚺𝜃 (𝒙𝑡 , 𝑡) represent Gaussian parameters generated by neural networks.
Manuscript submitted to ACM
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3.2.3 Optimization. Diffusion models seek to optimize the parameter 𝜃 in the neural network by primarily aiming
to maximize the ELBO linked to the initial state 𝒙0. Utilizing the KL divergence, the main component of the process
approximates the fitted distribution 𝑝𝜃 (𝒙𝑡−1 |𝒙𝑡 ) to the manageable distribution 𝑞(𝒙𝑡−1 |𝒙𝑡 , 𝒙0). Aligning with the
approaches [12, 14], we optimize the second term at step 𝑡 using L𝑡 as an optimization objective:

L𝑡 = E𝑞 (𝒙𝑡 |𝒙0 ) [𝐷𝐾𝐿 (𝑞(𝒙𝑡−1 |𝒙𝑡 , 𝒙0)) ∥ 𝑝𝜃 (𝒙𝑡−1 |𝒙𝑡 ))]

= E𝑞 (𝒙𝑡 |𝒙0 )

[
1
2

(
𝛼𝑡−1

1 − 𝛼𝑡−1
− 𝛼𝑡

1 − 𝛼𝑡

)
∥�̂�𝜃 (𝒙𝑡 , 𝑡) − 𝒙0∥2

2

]
+𝐶,

(7)

where �̂�𝜃 (𝒙𝑡 , 𝑡) is computed by 𝒙𝑡 and the time embedding of step 𝑡 into a MLP, which outputs an estimate of 𝒙0. The
constant 𝐶 depends only on the first 𝒙1 and the initial states 𝒙0.

In practical implementation, we uniformly sample step 𝑡 ∼ U(1,𝑇 ) to optimize L(𝒙0, 𝜃 ), where we utilize
∑𝑇
𝑡=1 L𝑡

to optimize the ELBO, formalized as follows:

L(𝒙0, 𝜃 ) = E𝑡∼U(1,𝑡 )L𝑡 . (8)

Due to the acyclicity inherent in causal representations, we adopt a continuously differentiable constraint function
to maintain 𝑨 as a Directed Acyclic Graph (DAG). We then perform a joint optimization of the ELBO loss associated
with the initial state and the overall denoising process loss L𝐶𝐷 , which can be formalized as follows:

L𝐶𝐷 = L(𝒙0, 𝜃 ) + tr((𝑰 + 𝜔A ◦ A)𝑐 ) − 𝑐 (9)

where 𝜔 is an empirical constant, and ◦ is the element-wise multiplication.
Finally, in our denoising strategy, we first gradually corrupt the representations in the forward process, obtaining 𝒙𝑇 ′ .

Then, we set �̂�𝑇 = 𝒙𝑇 ′ and perform the reverse denoising process using �̂�𝑡−1 = 𝜇𝜃 (𝒙𝑡 , 𝑡). Subsequently, we leverage �̂�0

as the final user social representation ê𝑢 .

3.3 Multi-task Fusion

In the preceding section, we extract useful information from the social scenario. To further integrate this information
effectively into the interaction scenario and alleviate the popularity bias, we design a multi task fusion mechanism to
align and sift user information in both interaction and social scenarios. Unlike directly merging heterogeneous user
representations, we adopt a bidirectional distillation method to balance the user-item prediction rankings between
social and interactive scenarios, while utilizing the cross-domain contrastive learning to tackle the data sparsity in the
two scenarios.

3.3.1 Main task optimization. To maintain simplicity, we compute the inner product between the user and item
representations (x𝑢 , x𝑖 ) in the interaction scenario, and between the user social representations e𝑢 and the initialized
item representations e0

𝑖
in the social scenario, to obtain the predicted rankings, which can be formalized as follows:

𝑟𝑅𝑢,𝑖 = x⊤𝑢 · x𝑖 , 𝑟𝑆𝑢,𝑖 = e⊤𝑢 · e0
𝑖 . (10)

Subsequently, we employ the BPR loss as the objective function for both our primary recommendation task and our
social relationship optimization process, which are defined as follows:

L𝑅𝑒𝑐 =
∑︁
𝑢∈𝑈

∑︁
𝑖∈N𝑢

∑︁
𝑖′∉N𝑢

− log 𝜎 (𝑟𝑅𝑢,𝑖 − 𝑟
𝑅
𝑢,𝑖′ ), (11)

Manuscript submitted to ACM



365

366

367

368

369

370

371

372

373

374

375

376

377

378

379

380

381

382

383

384

385

386

387

388

389

390

391

392

393

394

395

396

397

398

399

400

401

402

403

404

405

406

407

408

409

410

411

412

413

414

415

416

8 Yang et al.

L𝑆𝑜𝑟 =
∑︁
𝑢∈𝑈

∑︁
𝑣∈M𝑢

∑︁
𝑣′∉M𝑢

− log 𝜎 (𝑟𝑆𝑢,𝑣 − 𝑟𝑆𝑢,𝑣′ ), (12)

where 𝜎 (·) indicates the sigmoid activation function. For the recommendation task, 𝑖′ ∉ N𝑢 refers to any item
that user 𝑢 has not engaged with, obtained via random sampling; 𝑟𝑅

𝑢,𝑖
denotes the predicted score for item 𝑖 ∈ N𝑢 ,

and 𝑟𝑅
𝑢,𝑖′ corresponds to the model’s predicted rating for any item that user 𝑢 has not interacted with. For the social

relationship optimization, 𝑣 ′ ∉ M𝑢 refers to any user that user 𝑢 has no relationship with, obtained via random
sampling; 𝑟𝑆𝑢,𝑣 = e𝑢 · e𝑣 denotes the predicted score for user 𝑣 ∈ M𝑢 ; and 𝑟𝑆𝑢,𝑣′ corresponds to the model’s predicted
rating for any user that user 𝑢 has no relationship with.

3.3.2 Bidirectional Distillation Fusion. We define our KD loss using binary cross-entropy concept, which serves to
extract knowledge from each other’s scenarios. It is formalized as follows:

L𝑆→𝑅
𝐾𝐷 = −

∑︁
(𝑢,𝑖 )

𝜎 (𝑟𝑅𝑢,𝑖 ) ln𝜎 (𝑟𝑆𝑢,𝑖 ) − (1 − 𝑟𝑅𝑢,𝑖 ) ln(1 − 𝜎 (𝑟𝑆𝑢,𝑖 ));

L𝑅→𝑆
𝐾𝐷 = −

∑︁
(𝑢,𝑖 )

𝜎 (𝑟𝑆𝑢,𝑖 ) ln𝜎 (𝑟𝑅𝑢,𝑖 ) − (1 − 𝑟𝑆𝑢,𝑖 ) ln(1 − 𝜎 (𝑟𝑅𝑢,𝑖 ));

L𝐾𝐷 = 𝛾1L𝑆→𝑅
𝐾𝐷 + 𝛾2L𝑅→𝑆

𝐾𝐷 ,

(13)

where taking 𝑅 → 𝑆 as an example, 𝑅 represents the teacher model in the KD framework, while 𝑆 represents the student
model. When updating the gradient of student model, the teacher’s gradient will be frozen. 𝛾1 and 𝛾2 donates two
hyperparameters to adjust the regularization weights of bidirectional distillation.

3.3.3 Cross-domain Contrastive Fusion. The role of bidirectional knowledge distillation is mutually transfer information
between two scenarios, which could align users representations in user-item relationships and user-user relationships
to make them more consistent. To further address the data sparsity issue, we conduct contrastive learning on both the
two scenarios and Moreover, we also utilize the cross-domain contrastive fusion to further distinguish the positive
samples with those hard-negative samples. This could endow the recommendation system to accurately discern those
truly beneficial relational patterns, thereby improving the accuracy of the recommendations.

we argue that if during this process, hard negative samples—those that are difficult to be distinguished with the
positive samples in the recommendation task—are also brought closer, the recommendation system may become
confused. This could hinder its ability to accurately discern truly useful relational patterns, thereby affecting the
accuracy of the recommendations.

Inspired by the operations in recent works [36], we adopt forms of graph data augmentation, and then leverage the
encoder formulation shown in Eq. 1 to generate the augmented user/item representations as follows:

x1
𝑢,𝑅, x

1
𝑖,𝑅 = Enc𝑅

(
(e0
𝑢 , e

0
𝑖 );Aug1 (R)

)
;

x2
𝑢,𝑅, x

2
𝑖,𝑅 = Enc𝑅

(
(e0
𝑢 , e

0
𝑖 );Aug2 (R)

)
;

x1
𝑢,𝑆 = Enc𝑆

(
(e0
𝑢 );Aug3 (S)

)
,

(14)

where Aug1, Aug2, and Aug3 denotes any data augmentation operator, i.e., Node Drop, Edge Drop, or Random Walk. We
also augment the original user social representations to obtain x1

𝑢,𝑆
, which serves as a companion reference group while
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treating the diffusion-processed representations ê𝑢 as augmented representations x2
𝑢,𝑆

. This provides an additional
supervisory signal to guide the subsequent contrastive learning fusion process.

Subsequently, we utilize a disentangled cross-domain InfoNCE loss to maximize the mutual information. This loss
function comprises a local term focusing on the interaction scenario representations, and a global term optimize between
the interaction and social scenario representations. The local term is defined as follows:

L𝑙𝑐𝑜𝑎𝑙𝐶𝐿 =
∑︁
𝑢∈U

− log
exp(sim(x1

𝑢 , x2
𝑢 )/𝜏)∑

𝑢′∈U,𝑢′≠𝑢 exp(sim(x1
𝑢 , x2

𝑢′ )/𝜏)

+
∑︁
𝑖∈N𝑢

− log
exp(sim(x1

𝑖
, x2

𝑖
)/𝜏)∑

𝑖′∈I,𝑖′≠𝑖 exp(sim(x1
𝑖
, x2
𝑖′ )/𝜏)

(15)

where 𝑢′ signifies a negative user sample, indicating any user in the training set excluding the target user 𝑢; 𝑖′ denotes
a negative item sample, corresponding to any item the user 𝑢 has not interacted with in the training data; 𝜏 represents
the temperature hyperparameter; and sim(·) is the cosine function employed to quantify the similarity between the
sampled pairs.

The global term aligns user representations across the scenarios in a shared mapping space, separating representations
of different users. Specifically, we employ dedicated MLPs as the mapping functions for each set of representations,
defined as follows:

x̃𝑠 = MLP(x𝑠 ;𝜃𝑠𝐹 ) (16)

where 𝜃𝑠
𝐹
represents the trainable parameter of the MLP corresponding to the 𝑠-th representation x𝑠 , and 𝑠 ∈ {1, 2}.

Then, we calculate the global term in the form of cross-domain InfoNCE, which is defined as follows:

L𝑔𝑙𝑜𝑏𝑎𝑙
𝐶𝐿

=
∑︁

(𝑢,𝑣) ∈S
− log

exp(sim(x̃𝑗
𝑢,𝑅
, x̃𝑘

𝑣,𝑆
)/𝜏)∑

𝑣′∈U,𝑣′≠𝑣 exp(sim(x̃𝑗
𝑢,𝑅
, x̃𝑘

𝑣′,𝑆 )/𝜏)
, (17)

where 𝑣 ′ denotes a user who has not established a relationship with the target user 𝑢 in the social history S. 𝑗 ∈ {1, 2}
and 𝑘 ∈ {1, 2} represent the indices of the corresponding augmented representations for the user across the two distinct
scenarios.

Finally, we fuse the local and global contrastive losses to obtain our final cross-domain contrastive fusion loss:

L𝐶𝐿 = 𝜆1L𝑙𝑜𝑐𝑎𝑙𝐶𝐿 + 𝜆2L𝑔𝑙𝑜𝑏𝑎𝑙𝐶𝐿
(18)

where 𝜆1 and 𝜆2 donates two hyperparameters to adjust the regularization weights of two terms of the contrastive loss.

3.3.4 Joint Optimization. According to the above all loss functions, the comprehensive optimization loss of this model
is:

L = L𝑅𝑒𝑐 + 𝜉L𝑆𝑜𝑟 + L𝐾𝐷 + L𝐶𝐿 + 𝜁 | |Θ| |22, (19)

where 𝜉 is a hyperparameter for adjusting the weight of social relationship optimization loss. Θ denotes the parameter
set of the model, while the 𝐿2 regularization hyperparameter 𝜁 can be manipulated to fine-tune the weight value,
thereby averting overfitting.

3.4 Discussion

This paper identifies issues related to the low overlap between social and recommendation scenario and their common
sparsity, resulting in sparse supervision signals and integration difficulties. As shown in Table 2, most previous methods
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have addressed only one of these problems. In contrast, our approach not only proposes strategies to tackle both issues
but also considers the inherent latent factors in social relationships that are independent of collaborative information.
By employing causal disentanglement, we more comprehensively capture users’ interaction-related social preferences.

Table 2. Comparison of key modules used between baseline and CaDDiSR.

Methods GNN SSL Denoising Distanglement Causal

DiffNet [38]
SEPT [46]
MHCN [48]
DSL [31]

DISGCN [17]
DESIGN [28]
DcRec [35]
GDMSR [27]
CaDDiSR

4 EXPERIMENTS

In this section, we conduct extensive experiments to thoroughly evaluate the performance of our proposed CaDDiSR
model. Specifically, we aim to address the following research questions:

• RQ1: How does the performance of CaDDiSR compare to that of different types of recommendation methods?
• RQ2: What is the contribution of the various key modules within the CaDDiSR framework to the overall

performance?
• RQ3: How do different hyperparameter settings affect the performance of CaDDiSR?
• RQ4: How does the robustness of CaDDiSR to data with different level of sparsity?
• RQ5: How does each module optimize user representation in social scenarios from a more intuitive perspective?

4.1 Experiment Settings

4.1.1 Datasets. Our experiments are conducted on three public datasets gathered from diverse real-world platforms:
Douban-book for book recommendations, Epinoins for product review recommendation, and Yelp2018 for commercial
venue recommendations. As shown in Table 3, these experimental datasets possess varying interaction density and
social network characteris.

Table 3. Analysis of the statistical properties of the dataset employed in the experiment.

Datasets Douban-book Epinions Yelp2018
# User 13, 025 18, 203 45, 919
# Item 22, 348 47, 450 45, 538

# Interaction 598, 420 338, 400 1, 183, 610
# Relation 169, 150 595, 049 709, 459
U-I Density 2.06 × 10−3 3.20 × 10−4 5.66 × 10−4

U-U Density 1.04 × 10−3 1.80 × 10−3 8.01 × 10−4
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4.1.2 Baselines. We select 9 recommender models as the baselines for comparative experiments, in order to explore
the performance improvement of our model relative to other methods.

• DiffNet [38]: The proposal is a deep influence propagation model to simulate how users are influenced by
recursive social diffusion, resulting in better performance.

• NGCF [33]: It exploits the user-item graph structure and employs conventional GCN to explicitly inject
collaborative signals into the embedding process for learning user and item representations.

• LightGCN [11]: It improves NGCF by simplifying the GCN of collaborative filtering to only retain symmetric
sqrt normalization, ensuring the efficiency and simplicity of collaborative filtering.

• SEPT [46]: It leverages tri-training to enhance SR task by augmenting user representations with social informa-
tion and iteratively improves multiple encoders using self-supervision signals.

• MHCN [48]: It proposes a multi-channel hypergraph network with self-supervised learning for SR, leveraging
high-order social relations to model complex user relations.

• DSL [31]: It introduces a self-augmented learning paradigm that retains valuable social relations and enables
personalized cross-view knowledge sharing.

• DESIGN [28]: It introduces an integrated approach that can more effectively encode both the U-I and U-U
graphs, while incorporating knowledge distillation between auxiliary models.

• DcRec [35]: It learns disentangled user representations from both interaction and social domains, and employs
contrastive learning to facilitate knowledge transfer between the learned representations, enhancing social
recommendations.

• LightGCL [3]: It employs singular value decomposition for contrastive augmentation of the U-I graph, preserv-
ing semantic structures and improving robustness.

Table 4. Overall performance comparison on three datasets. The best performance is bolded, and the second-best performance is
underlined. Improv. indicates the percentage improvement of our CaDDiSR method compared to other baselines.

Dataset Metric NGCF LightGCN DiffNet DESIGN SEPT MHCN DSL DcRec LightGCL CaDDiSR Improv.
Douban-book R@10 0.0882 0.0989 0.0973 0.1046 0.1030 0.1043 0.0960 0.1140 0.1089 0.1223 7.32%

N@10 0.1012 0.1163 0.1123 0.1270 0.1221 0.1237 0.1111 0.1329 0.1354 0.1452 7.25%
R@20 0.1347 0.1499 0.1312 0.1532 0.1547 0.1513 0.1413 0.1610 0.1568 0.1746 8.44%
N@20 0.1106 0.1274 0.1046 0.1315 0.1314 0.1326 0.1168 0.1392 0.1442 0.1525 5.77%

Epinions R@10 0.0381 0.0452 0.0440 0.0455 0.0443 0.0467 0.0462 0.0482 0.0489 0.0541 10.65%
N@10 0.0270 0.0319 0.0302 0.0331 0.0326 0.0337 0.0334 0.0349 0.0353 0.0392 10.82%
R@20 0.0608 0.0702 0.0682 0.0711 0.0701 0.0733 0.0679 0.0755 0.0750 0.0833 10.37%
N@20 0.0337 0.0393 0.0389 0.0401 0.0395 0.0414 0.0378 0.0426 0.0434 0.0473 9.09%

Yelp2018 R@10 0.0345 0.0412 0.0369 0.0413 0.0409 0.0370 0.0385 0.0472 0.0476 0.0492 3.41%
N@10 0.0289 0.0345 0.0302 0.0345 0.0340 0.0311 0.0326 0.0400 0.0403 0.0414 2.73%
R@20 0.0584 0.0673 0.0609 0.0720 0.0696 0.0658 0.0632 0.0776 0.0782 0.0809 3.37%
N@20 0.0375 0.0436 0.0383 0.0461 0.0448 0.0426 0.0413 0.0507 0.0513 0.0528 2.96%

4.1.3 Evaluation Metrics. The user-item interaction datasets are randomly partitioned, with 80% allocated for training
and the remaining 20% reserved for testing. The evaluation metrics employed are the widely used Recall@K and
NDCG@K (abbreviated to R@K and N@K below), which are standard metrics for top-K recommendation tasks, with K
set to 10 and 20.
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4.1.4 Parameter settings. Our CaDDiSR is implemented through PyTorch and the experiment is built on NVIDIA
GeForce RTX 3090. With the aim of providing a fair assessment, we align the experimental settings with those used by
the baseline methods. Specifically, the dimensionality of the user/item representations is set to 64, the learning rate is
fixed at 1𝑒−3, and the batch size is configured as 2048.

In our experiment, the fixed parameters are set as follows: The layer 𝐿 of the interaction encoder shown in Eq. 1 is
set to 3, while the layer 𝐿′ of the social encoder shown in Eq. 2 is set to 2. The empirical constant 𝜔 in Eq. 9 is set to
5𝑒−3. In order to unify with relevant methods [14, 32], the total step 𝑇 ′ of the forward process in our diffusion is set to
0, and the total step𝑇 of the reverse process is set to 5. Temperature parameter 𝜏 used in both local and global terms for
contrastive learning is set to 0.2.

4.2 Comparison of Performance (RQ1)

In this section, we perform a comprehensive evaluation of the performance of CaDDiSR and the baseline methods
mentioned previously. The results of the experiments conducted on the three datasets are presented in Table 4, from
which the following insights can be derived:

• Our CaDDiSR consistently outperform all baseline methods across the three evaluation metrics, validating
the effectiveness of our causal disentanglement enhanced diffusion in mining potential factors of user social
relationships; It also verifies the indivisibility of user representation fusion and differentiation in dual scenarios
through the combination of bidirectional knowledge distillation and cross-domain contrastive learning. De-
spite the diversity of datasets and evaluation scenarios, the consistently superior results highlight the broad
applicability and multifunctionality of our approach.

• Compared to the traditional bipartite graph-based methods, the SN-based approaches, such as Diffnet and
DESIGN, are able to capture additional social information. However, CaDDiSR is able to outperform these
conventional SN-based methods because it can effectively encode and extract the causal social information,
which provides further performance improvements.

• Compared to the SSL-based SR methods, such as SEPT, MHCN, DSL, and DcRec, the traditional SR approaches
are more susceptible to biases and disturbances due to the lack of an augmented perception process for sparse
information. Our CaDDiSR model employs a dual combination of knowledge distillation and cross-domain
contrastive learning, which not only effectively extracts the supervisory signals in different scenarios but also
mitigates the impact of data sparsity. Notably, in contrast to DcRec, which emphasizes the disentanglement
of user’s social and interaction character, our disentanglement focuses on the causal relationships formed by
social connections, which is a fundamental factor underlying user-item interactions.

• It is worth noting that LightGCL, without utilizing social information, is able to achieve state-of-the-art
performance across many metrics by solely adopting a novel graph encoding representation and integrating it
with self-supervised learning techniques. This suggests that the information contained in the bipartite graphs
can be more deeply exploited, while social information as an auxiliary feature often faces the problem of
low overlap with CF-based recommendations. Our approach has better adapted to the social and interaction
scenarios in the self-supervised learning context, and therefore achieved greater performance improvements
compared to LightGCL.
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4.3 Ablation Experiment (RQ2)

To investigate the individual contribution of each module within the CaDDiSR method towards the overall model
performance, the ablation study section primarily conducts comparative experiments on five variants of our proposed
model:

• "w/o diff": a variant that replaces the causal-enhanced diffusion process with random augmentation. This
modification results in a model that not only lacks a causal representation of social relationships, but also lacks
an optimizable denoising mechanism.

• "w/o global": a variant that removes the global cross-domain contrastive module results in a model that can
only learn the self-supervised signals within the interaction scenario. This modification leads to a lack of
differentiation and alignment of user representations across two different scenarios.

• "w/o sor": a variant that removes the social relationship optimization module from the primary task optimization,
retaining only the collaborative filtering BPR. This modification results in a model that lacks the capacity to
perceive the rich and salient information regarding users’ social preference patterns.

• "w/o kd": a variant that eliminate the bidirectional knowledge distillation module compromises the model’s
ability to effectively integrate ground truth from interaction and social domains. This leads the model to overlook
items valuable for user interactions in social scenario and interactions that would enable more robust social
signal learning.

• "w/o ssl": a variant that removes the self-supervised learning methodology. This architectural modification ren-
ders the model’s learning process highly susceptible to the effects of sparsity and popularity biases. Furthermore,
the model is also subject to the additional influence of social information biases.

Table 5. Ablation study of CaDDiSR across different datasets and metrics.

Dataset Douban-book Epinions Yelp2018
Metrics R@10 N@10 R@20 N@20 R@10 N@10 R@20 N@20 R@10 N@10 R@20 N@20
ours 0.1223 0.1452 0.1739 0.1524 0.0541 0.0392 0.0833 0.0473 0.0492 0.0414 0.0809 0.0528

w/o diff 0.1161 0.1405 0.1674 0.1480 0.0527 0.0381 0.0806 0.0464 0.0487 0.0410 0.0802 0.0522
w/o global 0.1213 0.1442 0.1746 0.1525 0.0517 0.0374 0.0789 0.0453 0.0484 0.0409 0.0802 0.0522
w/o sor 0.1210 0.1430 0.1725 0.1512 0.0504 0.0364 0.0784 0.0447 0.0479 0.0402 0.0788 0.0515
w/o kd 0.1187 0.1400 0.1714 0.1490 0.0517 0.0375 0.0798 0.0459 0.0474 0.0402 0.0783 0.0513
w/o ssl 0.0703 0.0830 0.1114 0.0915 0.0396 0.0286 0.0629 0.0355 0.0348 0.0292 0.0576 0.0374

Table 5 presents a performance comparison of the original CaDDiSR and its five ablation variants across two
evaluation metrics. The ablation study findings enable the following observations:

• From the perspective of whether to utilize self-supervised learning or not, the variant "w/o ssl" that removes
the entire self-supervised module exhibits a significant performance degradation, while removing the global
component of cross-domain contrastive learning, i.e., "w/o global" also leads to suboptimal model performance
on the Epinions and Yelp2018 datasets. This suggests that simply incorporating limited social information
without proper differentiation and augmentation can result in collaborative filtering being susceptible to the
interference of user social biases. It is worth noting that the performance of "w/o global" on the Douban-book
dataset is actually better, indicating that in the context of user social interaction based on platform diversified
interests, comparing and distinguishing the user group with a single interest in books can on the contrary cause
interference.
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• The variant that excludes the causal-enhanced diffusion denoising process for social information, denoted as
"w/o diff", exhibits more pronounced performance improvements on the Douban-book and Epinions datasets.
We hypothesize that this is because the user social relationships in these two datasets are more complex,
where connections formed solely based on shared item preferences have limited impact on preference learning.
Conversely, the user relationship patterns in the Yelp2018 dataset are relatively simpler, leading to less significant
performance changes similar to providing random augmentation.

• From the perspective of jointly encoding, optimizing, and integrating both of social and interaction scenarios,
the three aspects are tightly coupled. Optimizing the interaction preference representation alone (the variant
"w/o sor") leads to the user’s social information being inadequately differentiated. Conversely, the lack of
effective cross-scenario knowledge distillation (the variant "w/o kd") results in the feature learning for the two
scenarios becoming disconnected or mutually interfering.

4.4 Parameter Analysis (RQ3)

4.4.1 Impact of potential causal factor. To investigate the impact of potential causal factor 𝑐 on causal learning
performance, we conduct parameter tuning experiments on the Douban-book, Epinions, and Yelp2018 datasets, setting
the range to {10, 32, 64, 128, 256}. As observed from Figure 2, there is a significant variation in the optimal number of
causal factor across different datasets. Generally, a higher number of causal factor indicates more complex implicit
reasons for forming social relationships. For instance, in the Yelp2018 dataset, performance peaks at 𝑐 = 64. However,
for the Douban-book dataset, the optimal points for Recall and NDCG lie between 64 and 128. Interestingly, in the
Epinions dataset, we discover that Recall values are relatively high when the number of causal factor is particularly low,
such as 10, while NDCG remains relatively stable. This suggests that an excessive number of decoupled social factor
can lead to overfitting, causing information confusion and negatively impacting recommendation performance.

4.4.2 Impact of social relationship optimization loss. To investigate the impact of social relationship optimization loss,
we conduct experiments on the Douban-book, Epinions, and Yelp2018 datasets by adjusting the corresponding weight
parameter 𝜉 within the range {0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 1}. As shown in Figure 2, the optimal performance on
the Douban-book dataset is achieved at 𝜉 = 0.01, whereas for the Epinions and Yelp2018 datasets, the best results
are observed at 𝜉 = 0.1. When the weight parameter is insufficiently large, the encoding of users’ social information
becomes constrained, rendering it challenging for the model to explicitly capture users’ latent social preferences in
the absence of labeled data, thereby hindering the identification of meaningful social relationship patterns that could
benefit the recommendation task. Conversely, when the weight parameter is excessively large, the representations of
numerous niche users become analogous to those of prominent users within social scenario, consequently causing the
model hard to disentangle personalized features across the user population.

4.4.3 Impact of parameters pair on bidirectional distillation. To investigate the optimal balance between the two
scenarios in bidirectional knowledge distillation, we employ the automated hyperparameter optimization method [1],
and conduct experiments on the Douban-book and Epinions datasets. The star and circles in Figure 3(a) represent
the optimal parameter and its convergence region, respectively. It is observed that for Douban-book, the weights for
distillation in both scenarios are relatively low, indicating a low overlap between social and interaction scenarios. This
is consistent with the broad range of interests of Douban-book users (such as movies, music, or other entertainment
projects, not just books). For Epinions, the proportion of knowledge distilled from the social scenario to the interaction
Manuscript submitted to ACM
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Fig. 2. Impact of potential causal factor 𝑐 and weight of social relationship optimization loss 𝜉 .

scenario is higher, indicating a strong correlation between users’ social preferences and interaction item preferences on
this dataset. Therefore, leveraging the social network can provide more collaborative information.

4.4.4 Impact of parameters pair on contrastive learning. To explore the impact of balancing local and global cross-domain
contrastive learning on our overall performance, we also employ an automated hyperparameter optimization method
on the Douban-book and Epinions datasets. Given the wide range of parameter values, we perform two rounds of local
optimization, as illustrated by the differently colored rectangles in Figure 3(b). After optimizing these local tuning
processes, we compare the optimal parameters, with the pentagon representing the best parameters. It can be observed
that on both datasets, local contrastive learning holds a significant weight, indicating that the sparsity of the supervision
signal in the interaction graph greatly affects recommendation performance. However, due to the low task overlap
in the Douban-book dataset, the weight for global cross-domain part is minimal (less than 1𝑒 − 8). In contrast, global
cross-domain contrastive learning exhibits a substantial impact on the Epinions dataset, where even when the weight
for local part is low, a higher weight for global cross-domain part is beneficial for performance enhancement.

4.5 Model Robustness Study (RQ4)

To evaluate the robustness of CaDDiSR across user groups with varying social capabilities, we filter the original social
history to generate three distinct social graph variants based on user social degrees: above 150, between 10 and 150, and
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Fig. 3. Impact of parameters pairs on bidirectional distillation and on contrastive learning over Douban-book and Epinions datasets.

below 10 (i.e., 150 −𝑚, 10 − 150, 0 − 10). Subsequently, we assess the performance of our CaDDiSR model and another
CL-based model, DcRec, on various variants of the Douban-book and Epinions datasets.

Figure 4 demonstrates that our CaDDiSR method consistently exhibits the smallest performance degradation across
all groups. This observation can be attributed to the following reasons: (i) SR tasks rely on high-quality social graphs,
and users with stronger social capabilities provide more useful and stable collaborative information. Consequently,
as the degrees decrease, indicating an increase in the sparsity of the social graph, then the performance of all models
deteriorates. However, due to the knowledge distillation fusion mechanism, our model is less affected by unstable
information, resulting in slower degradation compared to DcRec. (ii) Among cold-start users in social scenarios, our
model’s performance actually improves. This is because cold-start users in social scenario have sparse social relationships
and are more sensitive to denoising. Our causal disentanglement-enhanced diffusion denoising process effectively
captures recommendation-specific relationship patterns, preserving the critical relationships for cold-start users. In
contrast, DcRec’s random augmentation of social relationships disrupts key relationship patterns and retains redundant
noise unrelated to the primary task.
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Fig. 4. Performance on Douban-book and Epinions datasets with different user degree groups.

4.6 Visualization Analysis (RQ5)

To further investigate the role of each module in our model within social scenario, we select all user representations of
yelp2018 dataset at initial state, post-social encoder state, and post-diffusion denoising state (named as Pure, Social, and
Diffusion, respectively) at the 10th and 20th epochs. We visualize user representations at different stages and epochsusing
t-SNE [30] and K-means clustering [23], as shown in Figure 5. It can be observed that both Pure and Social user
representations exhibit a large, overly uniform distribution with a few isolated small clusters. This indicates that while
self-supervised learning can mitigate the popularity effect, it still struggles to bring closer the representations of cold-
start users who deviate significantly from the majority, resulting in an "island effect." Additionally, the clustering effect
of Social is better than that of Pure, suggesting that encoding social information can uncover features such as naturally
formed social circles, beneficial for mining social homogeneity information crucial for the main recommendation task.
Due to the presence of causal disentanglement and denoising processes, the user representations in the Diffusion state
are mostly coherent yet not overly uniform, exhibiting distinct clustering characteristics.

5 RELATEDWORK

5.1 Social Recommendation

The proliferation of online social networks has highlighted the value of users’ social relationships. As SR tasks delve into
social homogeneity and influence, recommendation algorithms become more effective. The key challenge is to accurately
describe interactions between acquaintances and integrate interpersonal communication with social attributes.
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Pure - Epoch 10 Social - Epoch 10 Diffusion - Epoch 10

Pure - Epoch 20 Social - Epoch 20 Diffusion - Epoch 20

Fig. 5. The visualization results of tSNE for user representations of Yelp2018 dataset in three stages at different epoch. Respectively,
Pure: user representations at the beginning stage; Social: user representations through social encoder; Diffusion: user representations
after diffusion denoising.

Early research on social recommendation (SR) [9, 13, 21, 22] primarily involved combining collaborative filtering
(CF) [16] techniques. These studies demonstrated that integrating social data with traditional CF could enhance
recommendation accuracy [2], although challenges related to data sparsity and noise persisted. Recently, there has
been rapid development in GNN-based recommender systems [8, 10, 11, 29, 34], propelling recommendation algorithms
into the deep learning era. Considering that social networks (SNs) can be modeled as graph structures, the application
of GNNs to encode SNs has become increasingly prevalent in the SR domain. Graph neural networks and structure-
aware models enhance the modeling of complex relationships and resilience against noise in social recommendations
[5, 6]. Existing studies [19, 38, 40, 47] have shown that GNN-based social network encoding can lead to substantial
improvements in recommendation performance. GraphRec [7] captures interactions and opinions in the user-item graph,
considering the heterogeneous strength of social relationships. SocialGCN [39] uses a GCN-based model to capture
the propagation of user preferences in social networks via a hierarchical diffusion mechanism. DESIGN [28] enhances
predictive performance by combining user-item interaction graphs and user-user social graphs using distillation-
enhanced social graph networks and knowledge distillation techniques. However, these methods lack handling of data
sparsity and popularity bias in recommendation tasks.

SSL-based social recommendation [35, 46–48] adopt augmented signals for capturing users’ potential interests
and social pattern, addressing data sparsity and bias. SEPT [46] combines social relations and self-supervised signals
in a triple-training framework. PerFedRec [20] leverages personalized federated learning to address the sparsity of
supervision signals in social networks, allowing for more tailored and effective social recommendations.MHCN [48]
employs a multi-channel hypergraph convolutional network to maximize hierarchical mutual information but lacks
dedicated denoising. DcRec [35] uses decoupled comparison learning for cross-domain knowledge transfer, also without
Manuscript submitted to ACM
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explicit denoising. DISGCN [17] further refines this approach by separating user representations across different
domains for more precise feature extraction.

Social denoising models debias for SR-based collaborative filtering by identifying and removing irrelevant social
network information. GDMSR [27] uses a preference-guided denoising approach to retain information-rich social
connections, with self-correcting learning modules and adaptive strategies. DSL [31] employs a dual-view graph neural
network to capture latent relationships and filters unreliable user connections to improve preference modeling. GBSR
[44] applies the information bottleneck principle to eliminate redundant social relationships by maximizing mutual
information between the denoised social graph and recommendation labels, while minimizing it with the original social
graph.

5.2 Contrastive Learning for Recommendation

Contrastive learning for recommendation is a self-supervised approach that maximizes mutual information via data
augmentation and positive/negative sample optimization, compensating for sparse data to learn more robust user-item
representations and improve recommender performance.

In the direction of collaborative filtering recommendation, several studies [4, 18, 36, 49] have leveraged user-item
interaction graphs and self-supervised learning to enhance node representation learning. SGL [36] generates multiple
views of a node and maximizes the consistency between them using a self-supervised task, effectively learning
robust node representations for long-tail item recommendation in graph convolutional networks. NCL [18] constructs
comparison pairs by exploiting both structural and semantic neighbor relationships in the graph. In contrast, LightGCL
[4] generates comparison views through Singular Value Decomposition (SVD), which preserves the global collaborative
signals of user-item interactions, overcoming the potential information loss and noise interference associated with the
random augmentation strategies used in SGL.

Some SSL-based recommendation methods also utilize knowledge graphs (KGs) to supplement item side supervision
signals by providing semantic and contextual information, enhancing understanding of the items and users. MCCLK
[51] enhances knowledge-aware recommendation through multi-level cross-view comparison that captures global, local,
and semantic graph features and structural information. KGCL [43] adopts augmented KGs to guide self-supervised
signal generation of interaction graphs.

In the direction of sequence recommendation, S3-Rec [50] uses self-supervised pre-training with multi-level compar-
isons by capturing attribute, item, and segment-level features of user behavior. CL4Rec [41] exploits the self-supervised
signals in user behavior sequences to infer accurate user representations and constructs different views of user sequences
using three data augmentation methods. DuoRec [26] combat representation degradation through contrast regular-
ization, Dropout-based enhancement, and using sequences with same target items as hard positives for contrastive
learning.

6 CONCLUSION

In this work, we propose a Causal Disentanglement-Enhanced Diffusion Denoising framework (CaDDiSR) for social
recommendation, addressing the limitations of existing methods in handling noise in social relationships and popularity
bias. By employing causal disentanglement to extract meaningful social signals and integrating them into the diffusion
denoising process, the method significantly enhances recommendation performance. Additionally, the combination of
bidirectional knowledge distillation and cross-domain contrastive learning enables the model to effectively balance and
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transfer knowledge between social and recommendation scenarios, mitigating data sparsity issues and ensuring robust
user representations.

Extensive experiments on multiple public datasets, including Douban-book, Epinions, and Yelp2018, demonstrate
that CaDDiSR consistently outperforms existing baseline methods across various evaluation metrics, highlighting
its effectiveness and broad applicability in different use cases. The key contributions of this work include enhancing
the robustness of the model to noisy social data through the combination of causal disentanglement and diffusion
denoising, mitigating the impact of data sparsity on recommendation accuracy via cross-domain contrastive learning,
and validating the generalizability and stability of the framework through comprehensive evaluations across multiple
datasets.
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